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This document gives more details about the parameter settings and the vi-
sualization results of the unseen-class prototypes.

1 Parameter Settings

In this part, we analyze some parameters used in our framework. The param-
eters λ, α, β in the objective function Eq.(5) control the relative importance of
semantic information, domain adaptation and prototype learning. γ in Eq.(9) is
a regularization parameter. The values of these four parameters used in our pa-
per are shown in Table 1. In our experiments, we find that λ is important in the
learning process. When it is set as 1, the learning process is more stable though
the best performance is obtained by 10 on SUNA. For parameter γ, we simply
set it as 1 for all datasets. Other parameters are slightly different according to
the characters of different datasets.

Table 1: Parameters used on the four datasets: aPY , AwA , CUB and SUNA.

Dataset λ α β γ

aPY 1 0.01 0.001 1
AwA 1 1 0.1 1
CUB 1 0.1 0.1 1
SUNA 10 0.001 0.01 1

2 Visualization Results

The proposed framework automatically learns the prototypes of all class. To
understand what the model has learned, we visualize the unseen-class prototypes
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Fig. 1: Visualization of the unseen-class prototypes with the six most similar
images in the visual space on AwA. Images with red rectangles are inconsistent
with the corresponding classes.

by showing their nearest neighbours in the visual space. Figure 1 shows some
prototype visualization results on AwA. It can be figured out that the prototypes
are really representations of corresponding classes though some outliers may
exist.


